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ABSTRACT 1 

This study proposes a new remote sensing technique to measure three-component (3C) dynamic 
displacement of three-dimensional (3D) structures. A sensing system with an unmanned aerial vehicle 
(UAV) platform and contact-free sensors (e.g., optical and infrared (IR) cameras) was employed to 
provide a portable and convenient alternative to conventional approaches that require sensor installation 
on a structure. The original contributions of this study include (1) integrating both optical and IR cameras 
with a UAV platform to measure dynamic structural response, and (2) developing new data post-
processing algorithms (based on target identification, Direct Linear Transformation, and active stereo 
vision) to simultaneously extract the 3C displacement of a 3D structure from optical and IR videos, which 
presented a unique advantage compared to the existing UAV-based displacement measurement 
techniques that allow the measurements in only one or two directions using optical cameras or laser 
sensors. The efficacy of the proposed technique was validated through laboratory experiments.  

 
1 This report is based on the contents from the following published journal paper:  
Perry, B.J., and Guo, Y. (2021), “A portable three-component displacement measurement technique using an 
unmanned aerial vehicle (UAV) and computer vision: a proof of concept”, Measurement, 176, 109222. 
 

https://www.sciencedirect.com/topics/engineering/unmanned-aerial-vehicle
https://www.sciencedirect.com/topics/engineering/linear-transformation
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EXECUTIVE SUMMARY 

This study proposes to instrument an unmanned aerial vehicle (UAV) with integrated optical and infrared 
(IR) sensors, through which the video of two-component (2C) planar movement is captured by the optical 
sensor, and, simultaneously, the one-component (1C) depth movement is recorded by the IR sensors in 
conjunction with an IR projector (e.g., active stereo vision). A double-faceted computer vision technique 
was developed to take measurements from the recorded image frames. The major contribution of the 
study was to allow the measurement of all three-component (3C) dynamic displacements, which currently 
lacked UAV-enabled sensing. Note that although UAVs can hover in the air stably and allow for high-
quality image capturing and robust target identification, there is slight drifting of the UAV (up to ±0.5-m 
in the three directions), which may introduce significant errors in dynamically sensitive applications (e.g., 
dynamic displacement measurement), due to the UAV’s movement being added to the measurements. To 
eliminate the errors due to the UAV’s movement, the UAV must be self-aware (e.g., know the small, 
random drifts of the UAV itself as it is hovering in the air) in all three directions. This 3C self-awareness 
of the UAV was achieved by measuring the relative displacements of UAV with respect to stationary 
reference targets. Then, the motion of the UAV can be removed from the measurements. To prove the 
concept of the proposed technique, an Intel Realsense D435 (RS), with integrated IR sensors, projector, 
and optical RGB camera, was equipped on a DJI Mavic 2 Pro for experimental testing. The IR sensor 
provided the ability to quickly test a proof of concept of the proposed technique.  

In this report, the methodology of the proposed technique is introduced first. Then, experimental results 
are shown to demonstrate its efficacy. The maximum frequency and damping estimation errors in the 
experiments were 3.5% and 4.4%, respectively, and the root-mean-square error (RMSE) was less than 2-
mm, proving that the measurement accuracy achieved by the proposed technique is sufficient for 
structural health monitoring application to civil structures. Also, a detailed discussion is presented 
outlining the unique advantages of the proposed technique, its limits, and its scalability. Finally, the 
concluding remarks are presented.  
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1. INTRODUCTION 

Understanding the dynamics of structures is critical for evaluating long-term structural performance and 
decision-making regarding maintenance and operation of the structure. Quantifying the displacement of 
structural vibration is an important means to evaluate the dynamic performance of structures under 
various dynamic loading, such as winds, traffic, impact loading, etc. Once the three-component (3C) 
dynamic displacement of structures is measured, system identification methods can be applied to estimate 
the dynamic properties of the structure. If the time series is stationary, the conventional system 
identification (SI) methods (e.g., random decrement technique, frequency domain decomposition, 
stochastic subset identification) can be used [1], [2], [3], [4]. On the other hand, if the time series are non-
stationary, more advanced SI techniques (e.g., time–frequency domain approaches) can be used [5], [6], 
[7]. Additionally, the 3C displacement measurements can also be useful for the development of various 
data-driven approaches for structural health monitoring (SHM) [8], [9], [10], [11], [12]. 

Traditionally, accelerometers are the most commonly used sensors to measure the dynamic response of 
structures [13], [14], [15], [16]. For instance, Linderman et al. attached 26 accelerometers on the I-35W 
Saint Anthony Falls Bridge in Minneapolis, Minnesota, to measure the dynamic response of the 
structure[17]. Although the accelerometers provided a wealth of information on dynamic characteristics 
of large-scale bridges, the total displacements could not be fully recovered due to the inability to solve for 
the constants of integration when double integrating the accelerations, leading to the loss of background 
movement of structural response due to winds[18]. To rectify the lack of direct displacement 
measurements, Global Positioning Systems (GPS) were implemented for dynamics monitoring[14], [15]. 
These conventional contact sensor-based monitoring systems require sensors placed at multiple locations, 
and their instrumentation on large-scale structures may impose logistical challenges for the structure 
owners and researchers[17], [19]. For example, careful pre-planning of the sensor placement and 
management of the wires is needed for a wired system, while the challenges of synchronization of the 
sensors and risk of lost communication must be properly handled for a wireless system[17]. 

Consequently, the contact sensors might not be easily relocated after installation. Recently, stationary, 
non-contact remote sensing systems using cameras or laser Doppler have been deployed to measure 
displacement[20], [21], [22], [23], [24], [25], [26], [27], [28], [29], [30], [31]. With these stationary 
systems, highly accurate measurements are possible using either a painted speckle pattern on the structure 
or reference markers; however, finding a safe placement area for the stationary system might be difficult 
in some applications. In this context, this study intended to develop a portable, UAV-enabled dynamic 
measurement technique that can be easily applied to different structures, as a more convenient alternative 
to contact sensory or stationary non-contact sensor-based systems for short-term dynamic monitoring and 
modal testing. 

Recently, unmanned aerial vehicles (UAVs) have been deployed to assist bridge inspectors and managers. 
UAV-enabled sensors have the potential to provide information from various difficult-to-access locations 
of a bridge on a faster, more cost-effective and safer platform when compared to traditional techniques. 
Some studies have already explored the potential of utilizing UAVs as a non-destructive testing technique 
to assist in bridge inspection by identifying the surface and/or subsurface defects of structures[32], [33], 
[34], [35]. Some research on using optical sensors on UAVs tracks the displacements of a structure in 
either the two-component (2C) planar directions (the plane perpendicular to the camera) or the one-
component (1C) depth direction (the out-of-plane direction or the distance from the camera to the 
structure). With the assumption that the out-of-plane displacement of civil infrastructure is minimal, 2C 
planar displacements of structures can be measured with optical sensors on UAVs[36], [37]. Hoskere et 
al. used high-pass filtering to remove noise imposed by the UAV’s drift, and a scale-factor was calculated 
to relate real-world measurements to pixels to measure 2C planar displacement[36]. Kalaitzakis et al. 
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implemented a painted speckle pattern on a concrete beam to measure the strain during a four-point 
loading test with an additional painted speckle pattern on a stationary reference[37].  

Other studies can measure the out-of-plane displacement of structures[38], [39], [40]. Garg et al. used a 
laser Doppler vibrometer, which accurately measures the reflection of a high-frequency wave, to calculate 
the out-of-plane displacement of an object[38], [39]. Catt et al. implemented passive stereo vision by 
mounting two cameras at a known distance apart to measure the out-of-plane deformations of a 
deformable board with a random speckle pattern[40]. The proposed algorithm processed the speckled 
pattern placed on the board to measure the 1C depth; however, the drift of the UAV was not compensated 
resulting in the 2C displacement of the deformable board not being realized. Although aforementioned 
techniques using painted speckle pattern can provide accurate measurements within the speckled area 
(such as[40] or[37]), they do not take advantage of the entire field of view (FOV) of the camera, and 
implementing these techniques in the real-world may be challenging due to the large-scale of the 
structures and workforce required to install the detailed patterns. 

Yoon et al. proposed a 2C planar UAV-enabled measurement methodology without a speckle pattern by 
identifying, matching, and tracking feature points in the background of the video to estimate the camera’s 
pose and recover the 3C translation and rotation of the UAV; however, the proof of concept still required 
LED lights as targets[41]. UAVs have also been used to identify the vibration modes of a structure 
without correcting for the movement of the UAV[42]. The existing studies have not attempted to measure 
the full 3C displacements of a structure using UAV-enabled sensors without the aid of a painted speckle 
pattern, which can be critical for certain types of structures, such as long-span bridges and cables. 

As the capabilities of various sensors improve, a more diverse application of sensors on UAVs becomes 
possible. Recently, several sensing products, which employ active stereo vision to measure depth using 
infrared (IR) structured light (or a virtual speckle pattern) with IR cameras (as opposed to a real speckle 
pattern used in the previous studies), have made an appearance on the marketplace. Apple’s FaceID, 
Intel’s RealSense Depth Camera and Microsoft’s Kinects sensor are two examples. As an alternative to 
active stereo vision, passive stereo vision uses two optical cameras to measure the depth using feature-
based matching[43], [44], [45]. For both types of approaches, the operating distance between the sensor 
and the object depends on a camera’s configuration (e.g., focal length, resolution, and baseline between 
two cameras). The active stereo vision is suitable for dark or unlit environments (e.g., indoor under any 
lighting condition or outdoor under shade or after sunset), while the passive stereo vision is appropriate 
for well-lit environments (e.g., under direct sunshine or indoor with good lightening). Active stereo vision 
takes depth measurements on the matched virtual speckles; thus, it works well regardless of surface 
texture.  

On the other hand, the passive stereo vision can take depth measurements on either matched keypoints 
from natural features or matched patterns of painted speckle or markers. When applying passive stereo 
vision to displacement (or strain) measurements on non-textured surfaces (e.g., concrete), painted speckle 
or markers are typically required[44], [46], because the density of keypoints found from natural features 
is too low to provide the desired resolution in a depth map. The active stereo vision is more advantageous 
than the passive stereo vision for achieving high-resolution depth measurements without requiring painted 
patterns or a highly textured surface; therefore, it is more attractive for applications on many civil 
structures, as long as the working environment is not under direct sunlight.  

Other alternative active sensors for depth measurement include laser scanners, such as Light Detection 
and Ranging (LiDAR) and Laser Doppler Vibrometer. LiDAR has been used with UAV platforms to 
measure full-field depth for survey purposes[47], but they are not applicable for dynamic measurements. 
A Laser Doppler Vibrometer has been used on a UAV platform to measure the dynamic 
displacement[38], [39], but it only measures a single location during each test. Thus, the active stereo 
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vision might be more advantageous than a laser sensor in terms of allowing a full-field dynamic 
measurement. 

Considering the advantages and shortcomings of the aforementioned techniques, this study proposed 
instrumenting a UAV with integrated optical and IR sensors, through which the video of 2C planar 
movement is captured by the optical sensor, and simultaneously the 1C depth movement is recorded by 
the IR sensors in conjunction with an IR projector (e.g., active stereo vision). A double-faceted computer 
vision technique is developed to take the measurements from the recorded image frames. The major 
contribution of the study is to allow the measurement of all 3C dynamic displacements, which is currently 
lacking in UAV-enabled sensing. Note that although UAVs can hover in the air stably and allow for high-
quality image capturing and robust target identification, there is slight drifting of the UAV (up to ±0.5-m 
in the three directions), which may introduce significant errors in dynamically sensitive applications (e.g., 
dynamic displacement measurement), due to the UAV’s movement being added to the measurements. To 
eliminate the errors due to the UAV’s movement, the UAV must be self-aware (e.g., know the small, 
random drifts of the UAV itself as it is hovering in the air) in all three directions. This 3C self-awareness 
of the UAV was achieved by measuring the relative displacements of UAV with respect to stationary 
reference targets. Then the motion of the UAV could be removed from the measurements.  

To prove the concept of the proposed technique, an Intel Realsense D435 (RS), with integrated IR 
sensors, projector, and optical RGB camera, was equipped on a DJI Mavic 2 Pro for experimental testing. 
The RS sensor was originally developed for human–computer interactions, where it is used to measure a 
relative location of hand movements using active stereo vision[48]. Although dynamic structural 
measurements are not the RS sensor’s intended use, it has shown great success in various applications, 
such as measuring human heart rate and estimating fill volume of containers[49], [50]. This self-contained 
sensor provides the ability to quickly test a proof of concept of the proposed technique.  

In the following sections, methodology of the proposed technique is introduced first. Then, experimental 
results are shown to demonstrate its efficacy. The maximum frequency and damping estimation errors in 
the experiments are 3.5% and 4.4%, respectively, and the root-mean-square error (RMSE) is less than 2-
mm, proving the measurement accuracy achieved by the proposed technique is sufficient for SHM 
application to civil structures (typically an error of few percent in the frequency and below 10%–15% 
error in damping estimation are expected[4]). Also, a detailed discussion is presented, outlining the 
unique advantages of the proposed technique, its limits, and its scalability. 
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2. METHODOLOGY 

The computer vision algorithms of the proposed double-faceted 3C displacement measurement technique 
is introduced in this section. An initial overview of the workflow is presented in Figure 2.1. 
 

 
Figure 2.1 Proposed methodology overview 

2.1 2C Planar Measurement 

To measure the 2C planar movement of the ROI, first, the camera must be calibrated to ensure the 
physical dimensions measured by the cameras are free of tangential and radial distortion errors caused by 
the lens. Camera distortion correction is a well-studied problem within the computer vision 
field[51], [52], [53], [54], [55] and many off-the-shelf software and toolboxes are available. In this 
study, both a proprietary calibration software developed specifically for the RS optical and IR sensors 
included in the Realsense SDK 2.0 and an open-source MATLAB camera calibration toolbox[56] were 
tested. A grid pattern target and a total of 14 pictures were used in the calibration. Both tools achieved 
similar performance. In the following displacement measurement study, only the calibration results using 
Realsense SDK 2.0 were used. Once the camera is calibrated, it can be used for multiple surveys; 
however, if the camera is jarred hard enough, so some structural components of the lens or camera are 
moved or affected, the camera must be re-calibrated. Also note that changing temperatures can cause 
errors in the camera calibration[57]. For instance, heating and cooling the camera by 10°C can cause up 
to a pixel drift with larger pixel drift from larger temperature changes; therefore, it is recommended the 
camera stays at a relatively constant temperature after calibration or re-calibration is needed. 

With the calibrated sensors, the UAV hovers next to a structure or object and the optical sensor records 
a video of the object moving in the x-y plane (Figure 2.2). In this study, the optical sensor inside the RS 
sensor was used. This optical (or RGB) sensor is a 2.729×1.550-mm Complementary Metal Oxide 
Semiconductor (CMOS) sensor with a rolling shutter capable of capturing 1920×1080-pixel at 30-fps (or 
a faster sampling frequency at a lower resolution), and a 1.93-mm focal length; the horizontal angular 
FOV of the camera is 69.4 (Table 2.1). The camera attached to a hovering UAV captured image frames 
that contained the targets of both the ROI on the vibrating object (e.g., a bridge under traffic–induced 
excitation) and that of the stationary reference target (Figure2.2). The maximum distance between 

https://www.sciencedirect.com/science/article/pii/S0263224121002360#fig1
https://www.sciencedirect.com/science/article/pii/S0263224121002360#b51
https://www.sciencedirect.com/science/article/pii/S0263224121002360#b52
https://www.sciencedirect.com/science/article/pii/S0263224121002360#b53
https://www.sciencedirect.com/science/article/pii/S0263224121002360#b54
https://www.sciencedirect.com/science/article/pii/S0263224121002360#b55
https://www.sciencedirect.com/science/article/pii/S0263224121002360#b56
https://www.sciencedirect.com/science/article/pii/S0263224121002360#b57
https://www.sciencedirect.com/science/article/pii/S0263224121002360#fig2
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stationary reference and the moving object that allows both in the same frame is dictated by the FOV of 
the optical camera, the UAV flight height, and the level of UAV horizontal drift. The UAV flight height 
is controlled by the desired level of accuracy for depth measurement, which will be discussed 
in Section2.2, while the drift of UAV is dependent on a particular UAV system and wind conditions. The 
motion of the UAV was recovered by tracking the relative movement of the stationary reference target 
with respect to the UAV; while the relative motion between the UAV and the ROI was extracted by 
tracking the movement of the ROI. By adding the movement of the ROI with respect to the UAV, 𝑋𝑋ROI, to 
the movement of the UAV with respect to the ground, 𝑋𝑋UAV, the true movement of the ROI, 𝑋𝑋True, was 
found, as shown in Eq.(1). 
 

 
𝑋𝑋True=𝑋𝑋ROI+𝑋𝑋UAV                                               (1) 

A robust target identification algorithm was developed to simultaneously track the targets on the ROI and 
those on the stationary reference target. To promote the fast and simple implementation of the proposed 
framework, a color detection-based technique was developed to robustly and accurately find the center 
points of the red-circle-target (Figure 2.3a) used in the experiments. The red-circle-target also provided a 
scale to help accurately transform the image coordinates into real-world coordinates in the next step. Note 
that it is not necessary to use this specific type of reference target; only measurable target and 
identifiable reference points are needed. The idea of this approach was to first detect the target using its 
color (red in this case). To accomplish this, the image was converted from RGB to a Hue, Saturation, 
Value (HSV) color model. The Hue represents the specific color value ranging from 0–255, with 0, 85, 
170 representing red, green, and blue, respectively, while the Saturation and Value represent how close 
the color is to black or white. Using the HSV color model is more advantageous for color identification in 
the images compared to using an RGB color model, because only one value (versus the three values in the 
RGB model), e.g., the Hue value, represents the color present. Moreover, since the reference target is on a 
white background (Figure 2.3a), the red color is filtered easily using a small range of Hue values that 
encompasses the scale points on the reference. Since certain Hue values are the only color allowed to 
pass, the filter is called a color-pass filter. The color-pass filter results in the binary image shown 
in Figure 2.3b. Then, the contours in the binary image are found by a contours detector developed in [58]. 
The center is estimated by taking an average of the pixel locations inside the contour. Knowing the 
general location of each reference point in the image (e.g., upper left corner, bottom right corner, etc.), a 
search was performed in each quadrant of the image to distinguish the different reference points. The 
result is shown in Figure 2.3c. The major advantages of the proposed color-pass filter include (1) it 
provides subpixel detection accuracy and (2) it is more computationally efficient over other target 
detectors, such as template matching that requires a reference image and an exhaustive search and 
Hough Transforms that needs additional higher-level processing. The proposed color-pass filter technique 
is generalizable for the field application when applied in conjunction with other object tracking 
techniques. For example, one may first use an object tracker, such as the MOSSE filter[59] or CRST[60] 
to track the general location of the target. Then, the background is masked out and the color-pass filter is 
applied onto the masked image to detect the reference points with high accuracy. Note that when used 
solely, object trackers like MOSSE filter do not provide the subpixel accuracy needed for displacement 
measurements[61], which highlighted the value of the proposed color-pass filter. 
  

https://www.sciencedirect.com/science/article/pii/S0263224121002360#sec2.2
https://www.sciencedirect.com/science/article/pii/S0263224121002360#fd1
https://www.sciencedirect.com/science/article/pii/S0263224121002360#b58
https://www.sciencedirect.com/science/article/pii/S0263224121002360#fig3
https://www.sciencedirect.com/science/article/pii/S0263224121002360#b59
https://www.sciencedirect.com/science/article/pii/S0263224121002360#b60
https://www.sciencedirect.com/science/article/pii/S0263224121002360#b61
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Figure 2.2 Concept of 2C planar measurement 

Table 2.1 Camera parameters 

Empty 
Cell Sensor type 

Sensor 
dimensions  

(mm) Shutter 
Focal length  

(mm) 

Horizontal 
FOV  
(deg.) 

Video resolution 
(pixel × pixel × fps) 

RealSense 
optical 

CMOS 2.729×1.550 Rolling 1.93 69.4 1280×800×30 

848×480×90 

840×100×100 

RealSense 
infrared 

CMOS 3.90×2.45 Global 1.93 86.0 1920×1080×30 

960×540×60 

After the reference target is successfully found, the actual amplitude of the displacement must be 
recovered by mapping the pixels on image to the real-world dimensions through a direct linear 
transformation (DLT). The DLT ensures (1) image warping due to non-perpendicular camera angles is 
eliminated to enhance measurement accuracy in the plane, and (2) each pixel is scaled to a real-world 
dimension (e.g., in millimeter). Item (1) is needed to ensure there is no warping of the image. In the real-
world application, the video can be captured at a nearly perpendicular angle; however, small 
misalignment typically exists due to the random drifts of the UAV. The DLT corrects the image for non-
perpendicular (e.g., the small misalignment) and skewed camera angles to achieve a high measurement 
accuracy. On the other hand, item (2) allows real world measurements to be taken directly from the 
image. To begin the DLT, the relationship (or perspective transformation matrix) between a known 
reference point in the real-world in space coordinates, 𝑋𝑋=[𝑋𝑋,𝑌𝑌,1]T, and its location in pixel points in 
image coordinates, 𝑥𝑥=[𝑥𝑥,𝑦𝑦,1]T, must be known. Note the image observation points (𝑥𝑥,𝑦𝑦) were obtained 
from the pre-processed image with radial and tangential distortions corrected in the camera calibration 
process. By knowing both image and space coordinates, the DLT is implemented to solve for the 
perspective transformation matrix, A, with respect to the linear system,  

𝑋𝑋∼𝐴𝐴𝑥𝑥                                      (2) 

where ∼ denotes equality up to a scale. The resulting A is used to transform every pixel of the image by 
the following, 

11 12 13 21 22 23

31 32 33 31 32 33

( , ) ,DLT Original
A x A y A A x A y AP X Y P
A x A y A A x A y A

 + + + +
=  + + + + 

    (3)  
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where , 𝑃𝑃DLT(𝑋𝑋,𝑌𝑌) is the transformed image with real-world coordinates at 𝑋𝑋 and 𝑌𝑌 and 𝑃𝑃Original(𝑥𝑥,𝑦𝑦) is the 
original image in image coordinates. As a note, the transformation is only viable on the z-direction plane 
where the reference targets are placed; if the 𝑧𝑧 displacement (the distance from the camera to the ROI) is 
significant, errors can occur in the measurement. Therefore, for the most accurate measurements, it is best 
that DLT is performed on a frame-to-frame basis to eliminate the impact due to camera displacement in z-
direction. However, updating the perspective transformation matrix, A, with every frame introduces noise 
in the measured signal due to the subpixel location errors of the reference points. To reduce this noise, it 
is recommended to take a weighted average of A, for each frame of the video with, 
 

 

 

  

*
1(1 )i i iA A Aη η −= + −     (4) 

where,  *
iA  is the perspective transformation matrix used in the DLT for the i th frame, Ai   is the calculated 

perspective transformation matrix of the 𝑖𝑖th frame, and  Ai -1 is the previous perspective transformation 
matrix. Through testing, it was found that 𝜂𝜂=0.125 produced smooth and accurate results shown 
in Section 3. After raw images are transformed through the process of camera calibration and DLT, the 
distances between points on the image represent the real-world dimensions, and the amplitude of the 
displacement in the real-world is finally recovered. One should note that the DLT is sensitive to the exact 
subpixel location used for scaling. Therefore, it is important to ensure each subpixel location extracted 
from the image corresponds to the exact location of the reference point on the real-world scale for 
accurate measurements. As previously mentioned, the color-pass filter developed in this study robustly 
identified the subpixel locations in the image. 

Figure 2.3  Reference target: (a) Reference and red scale point used, (b) Red-Pass color filter of target, 
and (c) Identified red target. (For interpretation of the references to color in this figure legend, 
the reader is referred to the web version of this article.) 

https://www.sciencedirect.com/science/article/pii/S0263224121002360#sec3


8 
 

 

 

 

 

Figure 2.4  Concept of 1C depth measurement: (a) Schematic plot and (b) View of virtual speckle 
pattern from RS IR camera 

2.2 1C Depth Measurement 

The 1C depth measurement is also realized by the RS sensor set. Similar to the 2C measurement facet 
discussed in the previous section (Figure 2.1) 

The RS depth sensor used in this study had a 360-mW average IR laser projector with a nominal 
wavelength of 850-nm ± 10-nm. This projector emits a virtual speckle pattern, which is not visible with 
the human eye, onto the FOV of the camera. Two IR 3.90×2.45-mm CMOS sensors with a global shutter 
and wavelength range of 400–865-nm were also included in this sensor set. Each IR camera can capture 
video at 1280×720-pixel at 30-fps (or a faster sampling frequency at a lower resolution) and 1.93-mm 
focal length; the horizontal FOV of the sensor is 86.0° (Table 2.1)accurate measurements; the baseline for 
the RGB sensor and IR projector are also known. A schematic of the sensor set-up is shown in Figure 
2.4a. By projecting a seemingly random but known IR speckle pattern onto the objects (Figure 2.4b), each 
speckle was matched between the two IR cameras. With the matched speckles and a known baseline 
between the two IR cameras, the angle from each camera to the speckle was calculated and the distance 
from the speckle to the camera was found. Using active stereo vision, every available pixel in the image 
was transformed to the depth measurements in real-time and the depth from the RS sensor to the ROI was 
found. This calculation is embedded onboard the RS sensor. 

Since the IR projector covered the entire FOV of the camera, the depth throughout the entire image was 
solved, allowing the full-field displacement measurement. To enhance the measurement accuracy and 
reduce depth measurement noise, a small area of pixels (within a one cm2 range) on the ROI can be 
selected, averaged, and considered as a point to represent the ROI. Since both the object and the UAV are 
moving in the two horizontal directions (x- and y-directions), the ROI and the stationary reference must 
also be tracked in the IR video to allow for the same point measurement. To accomplish this, a MOSSE 
filter[59] was used to track the areas of interest in the x- and y-directions. Although a MOSSE filter is not 
recommended to be used solely in the 2C planar measurement due to the lack of subpixel precision, it was 
admissible for the 1C depth measurement, since the average depth for speckle points in a small area was 
taken. As a note, shadow effects of the IR projector or cameras may limit the performance of full-field 
measurement, which is a common drawback to stereo vision; measuring the displacement from the top 
surface of a structure, as in this study, alleviates this issue. Using this approach, the relative dynamic 
displacements between the UAV and the object, and that between the UAV and the reference plane were 
measured. Then, the true motion of the object was extracted by removing the motion of the UAV itself. 

https://www.sciencedirect.com/science/article/pii/S0263224121002360#b59
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Figure 2.5  Camera calibration results of the RS optical camera (the blue numbers are the error from the 
calculated distance to the ground truth distance in mm): (a) Original image, (b) Undistorted 
image corrected in post-processing, (c) Image with only DLT applied, and (d) Image with 
both distortion correction and DLT applied. (For interpretation of the references to color in 
this figure legend, the reader is referred to the web version of this article.) 
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3. EXPERIMENTAL TESTING 

In this section, the experimental data sets are introduced. Then preliminary analyses of 2C and 1C 
measurements are presented, respectively. In the end, a proof of concept test on a cantilever structure is 
demonstrated. 

 

 

 

Figure 3.1 Overview of non-stationary 2C planar measurement set-up 

3.1 Description of Data Sets 

In the experiments, the dynamic displacement of the structure in horizontal directions was produced by a 
small shaking table with a sine wave input. The signal of the displacement used as the ground truth in the 
validation was constructed based on the sine wave function (Eq.(5)). The amplitude A was found by 
manually measuring the diameter of the spinning motor of the shaking table. The frequency, 𝑓𝑓0, of the 
true displacement was found through a Power Spectral Analysis of the accelerometer data using Fast 
Fourier Transform. Lastly, the phase angle, 𝜑𝜑, was determined by minimizing the RMSE between 𝑑𝑑 
(Eq.(5)) and results from the measuring techniques tested, as direct data synchronization between the 
input signal of the shake table and the measurement devices was not an option.  

( )0sin 2d A f tπ ϕ= ⋅ ⋅ +        (5) 

Based on analysis of the previous study [62], the typical natural frequencies of a variety of civil structures 
and bridges are between 0.088-Hz (for the world’s tallest building, Burj Khalifa, in the United Arab 
Emirates) to 7.6-Hz (for a 15-m beam bridge), and the average of the reported natural frequencies 
(without the beam bridges, which have a relatively large natural frequency) is 0.585-Hz[62]. According to 
the classic Nyquist–Shannon sampling theorem, the sampling frequency must be at least twice the 
maximum frequency of the vibration to faithfully record the dynamic response. Thus, a sampling 
frequency greater than 20-Hz is required for monitoring of civil structures. The maximum sampling 
frequency (e.g., video frame recording rate, or inverse of temporal resolution) for typical low-cost 

https://www.sciencedirect.com/science/article/pii/S0263224121002360#fd5
https://www.sciencedirect.com/science/article/pii/S0263224121002360#fd5
https://www.sciencedirect.com/science/article/pii/S0263224121002360#b62
https://www.sciencedirect.com/science/article/pii/S0263224121002360#b62
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consumer-level cameras are about 30–90-Hz (fps). So, the requirement in temporal resolution for 
structural monitoring can be easily achieved using low-cost consumer-level cameras. The input 
frequencies of the excitation of the shaking table were set at 0.5, 1.0, and 2.0-Hz to test the applicability 
of the proposed techniques for civil structures. The preliminary 2C and 1C experiments 
(Section3.2.1 and Section3.2.2, respectively) tests were conducted at a sampling frequency of 30-Hz (or 
30-fps), and the maximum frequency of vibration is 2-Hz. The proof-of-concept experiment (Section3.3) 
was conducted at a sampling frequency of 60-Hz (or 60-fps) and the maximum frequency of vibration 
was of 4.5-Hz. Therefore, the assigned sampling frequencies (or fps camera recording rate) was sufficient. 
Note that for applications that require a higher sampling rate, a maximum rate of 90-fps can be achieved 
with the RS sensor by reducing the resolution of the video. 
 

 

 

3.2 Preliminary Experimental Analyses on 2C and 1C Measurements 

In this section, small-scale tests were conducted to validate the methodology of the 2C and 1C 
displacement measurement techniques separately. 

Figure 3.2  Sample displacement measurement results from non-stationary RS optical sensor with time 
history at top and absolute error at bottom: (a) 𝑓𝑓0=1.00-Hz and 𝐴𝐴 = 15.7-mm and (b) 𝑓𝑓0=1.00-
Hz and 𝐴𝐴 = 35.6-mm. 

3.2.1 Analysis of 2C Planar Measurement 

First, to ensure accuracy of the 2C planar measurement technique, an accuracy assessment of the camera 
calibration and DLT was performed on the RS optical sensor. A grid pattern was photographed at an 
inclined angle, and four measurements of the grid corners were taken. Knowing the dimensions of the 
grid to be 127-mm on each side, the DLT was applied to transform the image, and the distances on the 
grid were measured. Figure 2.5a is the original distorted image; the error in millimeters in each direction 
is labeled on the figure. Figure 2.5b has been corrected for the tangential and radial distortion only 
and Figure 2.5c has only the DLT applied without correcting the lens distortion. Lastly, Figure 2.5d shows 
the image that was first corrected for distortion, and then transformed with the DLT (the methodology 
used within the proposed technique). From the comparison of sub-figures in Figure 2.5, the image with 
only the DLT applied (Figure 2.5c) has negligible error in the y-direction, but relatively larger error in x-
direction. On the other hand, the error from the undistorted and DLT transformed image was consistent in 
both directions. This remaining error in Figure 2.5d was caused by the small errors in the subpixel 
location of the four corner reference points, since the DLT used to transform the image was sensitive to 

https://www.sciencedirect.com/science/article/pii/S0263224121002360#sec3.2.1
https://www.sciencedirect.com/science/article/pii/S0263224121002360#sec3.2.2
https://www.sciencedirect.com/science/article/pii/S0263224121002360#sec3.3
https://www.sciencedirect.com/science/article/pii/S0263224121002360#fig5
https://www.sciencedirect.com/science/article/pii/S0263224121002360#fig5
https://www.sciencedirect.com/science/article/pii/S0263224121002360#fig5
https://www.sciencedirect.com/science/article/pii/S0263224121002360#fig5


12 
 

this subpixel location as discussed in Section 2.1. Nevertheless, the measurement accuracy in Figure 2.5d 
is within a sub-millimeter range with a percent error of less than 0.02%. 
 

 

 

  

With the Camera Calibration and DLT showing minimal error, the efficacy of the proposed 2C planar 
measurement technique was tested. The RS sensor was suspended above the shaking table and moved 
slowly (on the order of 0.5-m) to simulate the sensor movement when equipped on a hovering UAV as 
shown in Figure 3.1 table. A stationary reference target was attached to the ground to track the movement 
of the RS sensor. The input frequencies of the shaking table were 0.5, 1.0, and 2.0-Hz and the amplitude 
varied between 15.7-mm and 35.6-mm. The video with the appearance of both the target of interest and 
ground reference was recorded with 480×640-pixel at 30-fps. 

The results of the tests are listed in Table 3.1 with the sample time history of two measurements plotted in 
Figure 3.2. The RMSE of vibration amplitude is on the order of a couple of millimeters when comparing 
to the ground truth and consistently small throughout the three input frequencies and two input 
amplitudes tested. The frequencies of the signals measured by the proposed technique are close to those 
of the ground truth. The time-varying absolute error shown in Figure 3.2 was caused by randomness of 
the perspective transformation matrices of the DLT (as the DLT was sensitive to the sub-pixel location of 
the reference target). Note the results shown are the measurement in x-direction. The measurement 
accuracy in the y-direction was similar, while the results were omitted to keep the paper concise. 

Table 3.1 Results from 2C non-stationary planar validation test 
Ground truth 

 Frequency (Hz) 0.495 0.495 1.004 1.004 2.007 2.007 

 Amplitude (mm) 15.7 35.6 15.7 35.6 15.7 35.6 

1C depth measurement 

 Number of samples 361 232 186 203 211 255 

 Total time (s) 12.01 7.70 6.17 6.74 7.00 8.47 

 Sampling frequency (Hz) 30.06 30.11 30.14 30.13 30.12 30.10 

 Frequency measured (Hz) 0.501 0.502 0.978 1.040 2.008 2.014 

Validation against ground truth 

 RMSE (mm) 2.280 2.661 1.353 2.286 2.500 1.553 

 Mean absolute error (mm) 1.389 2.116 0.699 1.856 1.841 1.318 

 R2 Score 0.998 0.997 0.998 0.998 0.998 0.995 

 Error of frequency 1.20% 1.40% 2.62% 3.52% 0.005% 0.35% 

https://www.sciencedirect.com/science/article/pii/S0263224121002360#sec2.1
https://www.sciencedirect.com/science/article/pii/S0263224121002360#fig5


13 
 

3.2.2 Analysis of 1C Depth Measurements 

The measurement accuracy of the 1C dynamic displacement using the RS depth sensor placed in a 
stationary position was first tested to lay the foundation for 1C displacement with the non-stationary RS 
sensor equipped on a UAV. The experimental set-up is shown in Figure 3.3. remained the same in this 
test. The RS sensor was set up perpendicular to the rigid structure at a distance of approximately 0.5-m. 
The IR image resolution was 1280×720-pixel at 30-fps. The three frequencies of the test found through a 
Power Spectral Analysis of the time series were compared with those obtained from the accelerometer 
and the results are listed in Table 3.2, showing an exceptionally good agreement. Additionally, the result 
of measured time history, absolute error (e.g., the absolute value of the difference between the measured 
displacement and the ground truth), and power spectral density from two sample tests with 
different excitation frequencies are shown in Figure 3.4 with a relatively constant level throughout the 
varying input frequencies. The mean absolute error of vibration amplitude was in the sub-millimeter 
range. This result suggests that a stationary RS sensor can achieve a high displacement measurement 
accuracy. 
 

 

Inherently, with the RS depth sensor, there is measurement noise that increases as the distance from the 
ROI to the sensor increases. The sensor works best at close range and an experiment was conducted to 
test noise level and accuracy of the sensor at various distances. In the Realsense SDK 2.0, Intel provides 
a Depth Quality Tool to measure the noise level of each measurement point. By pointing the sensor at a 
smooth, flat surface, the depth quality tool fits the measured depth points in the ROI to a plane (which 
gives the mean value of the depth measurements) and calculates the RMSE of the measurements. The 
result is plotted versus the measurement distance in Figure 3.5 

Figure 3.3 Set-up of stationary 1C validation test 
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Figure 3.4  Sample displacement measurement results from stationary 1C RS depth sensor with time 
history at top, absolute error in mm at middle, and power spectral density at bottom: 
(a) 𝑓𝑓0=0.50-Hz and (b) 𝑓𝑓0=1.00-Hz. 

Table 3.2 Results of stationary 1C RS depth sensor 
Ground truth 

 Frequency (Hz) 0.495 1.004 2.007 

 Amplitude (mm) 15.7 15.7 15.7 

1C depth measurement 

 Number of samples 1749 1749 1749 

 Total time (s) 58.27 58.27 58.27 

 Sampling frequency (Hz) 30.07 30.01 30.01 

 Frequency measured (Hz) 0.498 0.996 2.009 

Validation against ground truth 

 RMSE (mm) 0.3788 0.3584 0.4243 

 Mean absolute error (mm) 0.315 0.300 0.356 

 R2 Score 0.999 0.999 0.998 

 Error of frequency 0.402% 0.800% 0.100% 
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Next, to test the proposed technique using a moving (non-stationary) RS Depth Sensor for structural 
displacement measurements, the rigid prismatic structure was secured onto the shaking table as before; 
however, the RS sensor was placed on a rolling cart, which allowed for sensor motion in the depth 
direction (on the order of 0.5-m) to simulate the drift of the UAV in the z-direction. The input frequencies 
and amplitudes of the shaking table were the same as those for the stationary 1C depth measurement 
analysis. The IR video with the appearance of both the rigid structure and reference plane was recorded 
with 480×640-pixel at 30-fps. The results of the tests are listed in Table 3.3 with the sample time histories 
of two measurements plotted in the RMSE of vibration amplitude is on the order of a few mm and is 
consistently small throughout the three input frequencies and two input amplitudes tested. The time-
varying absolute error shown in Figure3.6 is inherent with the RS depth sensor and its magnitude is a 
function of the small baseline and 𝛼𝛼 angle (Figure 2.4). The frequencies of the signals measured by the 
proposed technique agree well with those of the ground truth. 

 

 

 

 
 

Figure 3.5 Noise floor of the RS depth sensor 

Figure 3.6  Sample displacement measurement results from non-stationary RS depth sensor with time 
history at Top and absolute error at Bottom: (a) 𝑓𝑓0=0.50-Hz and 𝐴𝐴 = 15.7-mm and 
(b) 𝑓𝑓0=1.00-Hz and 𝐴𝐴 = 35.6-mm. 
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Figure 3.7 POV of RS sensors from 0.75m above ground level: (a) Optical sensor and (b) IR sensor 

Table 3.3 Results from 1C non-stationary depth validation test 
Ground truth 

 Frequency (Hz) 0.495 0.495 1.004 1.004 2.007 2.007 

 Amplitude (mm) 15.7 35.6 15.7 35.6 15.7 35.6 

1C depth measurement 

 Number of samples 613 744 693 856 333 673 

 Total time (s) 20.41 24.82 23.08 29.32 11.07 22.48 

 Sampling frequency (Hz) 30.03 29.98 30.02 29.20 30.07 29.94 

 Frequency measured (Hz) 0.491 0.484 0.998 0.990 1.993 2.005 

Validation against ground truth 

 RMSE (mm) 0.552 2.101 1.068 1.446 0.456 2.855 

 Mean absolute error (mm) 0.455 1.621 0.907 1.204 0.353 2.229 

 R2 Score 0.997 0.993 0.990 0.997 0.998 0.985 

 Error of frequency 0.811% 2.25% 0.599% 1.404% 0.700% 0.100
% 

 
3.3 Proof of Concept: An Experiment on 3C Measurement 

This experiment was designed to test the proposed methodology in a small-scale laboratory setting. The 
double-faceted technique was used to measure the full 3C displacement of the model structure. The UAV 
was equipped with the RS sensor and optical sensor, and the depth system of the RS sensor was employed 
to measure the full 3C displacement of the ROI from about 0.75-m above the structure. In the test, a 
252.4×609.6-mm cantilever structure constructed of balsa wood was placed on the shaking table with the 
three-axis accelerometer placed at the end of the cantilever. Reference targets were placed on the 
cantilever to allow for DLT and a stationary reference target was placed 18-cm from the staking table. 
The corresponding horizontal measuring distance is 0.735-m for the optical and 1.53-m for the IR image. 
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Sample images are shown in Figure 3.7. Since the optical sensor has a smaller FOV compared to the IR 
sensor, the FOV of the optical sensor controlled the height of the UAV in this experiment. The z-direction 
of the structure was excited by flicking the cantilever. Additionally, some small ambient load was 
generated by the wind induced by the thrust of the UAV’s propellers. The shaking table was used to 
generate the rigid body motion of the structure in x- and y-directions. In such a way, the displacements in 
all three directions were produced. The video was recorded at 640×480-pixel at 60-fps. The inputs of the 
shaking table for this test were 0.5-Hz with an amplitude of 35.6-mm in the x-direction and 1.0-Hz with 
an amplitude of 15.7-mm in the y-direction. Given the set-up requirements of the experiment, the flight 
was performed indoors with a DJI Mavic 2 Pro. This UAV was chosen because of (1) the omnidirectional 
obstacle avoidance system built into the UAV (including sonar, visible sensors, and a dedicated CPU for 
stability processing) to ensure a safe flight in the GPS-deprived location and (2) it was extremely stable 
in-flight with random drifts of about 0.15-m. A DJI Inspire 2 was also tested but proved too unstable in 
the indoor environment with a significant drift of more than 0.5-m. This greater drift forced the DJI 
Inspire 2 to fly higher above the cantilever to keep the reference and the ROI in the video, which caused a 
significant error in the 1C depth measurement due to the increased distance between the camera and the 
structure. To quickly test the concept of the proposed framework, the RS sensor was wired to a ground 
control station with a 9-m USB 3.1 cable. The setup for this experiment is shown in Figure 3.8. In a future 
implementation, the RS sensor could be self-sufficient without the need for the wire when secured to the 
UAV with an implementation of a micro-controller and a dedicated battery source. Additionally, to 
provide smoother images, the RS Sensor could be gimballed to the UAV. 

The results of the experiment are listed in Table 3.4. The ground truth data for x- and y-directions were 
obtained in the same way, as discussed at the beginning of Section 3 and Eq.(5), and are compared in the 
table. The time histories of the displacements in the x- and y-directions are shown in Figure 3.9 and the 
Power Spectral Densities. The results show there was a good agreement between the measured data 
collected though the proposed double-faceted technique and the ground truth data with a mean absolute 
error of amplitude less than 2-mm and frequency error less than 0.2% in the x- and y- directions. For the 
z-direction displacement, transient vibration responses were generated by finger flicking at the tip of the 
cantilever (Figure 3.10). Due to the transient and non-stationary nature of the response, the time–
frequency analysis using continuous Morlet Wavelet Transform was performed to analyze the frequency 
contents in the signal (Figure 3.10) and identify the natural frequency and damping ratio of the vertical 
mode[7], [63], [64]. The wavelet skeleton, e.g., wavelet coefficients along the ridge in the wavelet 
scalogram, were extracted. This skeleton is the analytic signal at the dominant frequency, from which the 
instantaneous amplitude and phase angles were obtained. By taking the logarithm of the instantaneous 
amplitude and fitting a linear line for the free decay signal, the damping ratio was obtained (Figure 3.11). 
The natural frequency was found by fitting a linear line to the phase angle of the wavelet skeleton (Figure 
3.11). The instantaneous frequencies and damping ratios for the three transient signals were identified and 
averaged values are presented in Table 3.5. Since there is no ground truth data for displacement in the z-
direction, the wavelet scalogram and the natural frequency and damping ratio identified from the 
displacement data were compared to those obtained by the acceleration measured by the accelerometer. It 
is seen from Figure 3.10 that the dominant frequency contents from acceleration were slightly higher than 
those of the displacement, which is expected as the frequency response function (FRF) for acceleration 
equals the FRF of the displacement multiplied by the frequency squared. The agreement of the natural 
frequency and damping ratio identified from displacement and those obtained from acceleration is good 
(Table 3.4), considering the short duration of the signal and inherent larger uncertainties in system 
identification. 

 

https://www.sciencedirect.com/science/article/pii/S0263224121002360#sec3
https://www.sciencedirect.com/science/article/pii/S0263224121002360#fd5
https://www.sciencedirect.com/science/article/pii/S0263224121002360#b7
https://www.sciencedirect.com/science/article/pii/S0263224121002360#b63
https://www.sciencedirect.com/science/article/pii/S0263224121002360#b64
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Figure 3.8 Set-up of 3C measurement experiment using a UAV equipped with an RS sensor 

Figure 3.9  Displacement in x- and y-directions measured by UAV equipped with RS sensor: (a) Time 
history and (b) Power spectral density. 
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Figure 3.10  Displacement in z-direction measured by UAV equipped with an RS sensor with the 
measured time history at top, the wavelet scalogram of measured displacement at middle, 
and the wavelet scalogram for acceleration measured by accelerometer at bottom (for 
Comparison). 

Table 3.4 Results from 3C measurement experiment using a UAV equipped with an RS sensor 
 X Y Z 
Ground Truth    
Frequency (Hz) 0.504 1.007 4.673a 

Amplitude (mm) 35.6 15.7 - 
Damping ratio - - 0.0928a 

Measurement    
Number of sample 1910 1910 1910 
Total time (s) 31.83 31.83 31.83 
Sampling frequency (Hz) 60.02 60.02 60.02 
Frequency measured (Hz) 0.503 1.006 4.431 
Damping ratio measured - - 0.0970 
Validation against ground truth    
RSME (mm) 1.648 3.352 - 
Mean absolute score (mm) 1.342 2.514 - 
R2 Score 0.996 0.964 - 
Error of frequency 0.199% 0.100% 5.308% 
Error of damping ratio - - 4.367% 
aObtained from Acceleration Using Wavelet Analysis 

https://www.sciencedirect.com/topics/engineering/scalogram
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Figure 3.11 Wavelet analysis of z-direction displacement 

Figure 3.12  Horizontal Measuring Distance (HMD) with Stable and Extreme drift of a UAV-Enabled flir 
Grasshopper3 sensor over a scaled two-lane bridge: Baseline = 0.36-m, 𝛼𝛼 = 4.1°, GSD = 
0.230-cm/pix. 
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Table 3.5 Comparison of proposed technique to other literature references 
Method 2C planar 

RMSE 
2C Freq. 

error 
1C depth 

RMSE 
Proposed    

UAV-enabled 3C 1.65-mm 0.10% 2.10-mm 

Displacement measurement (4.6%)  (5.9%) 
Single stationary camera (2C)    

Markers on target locations [20] - 0.80%  
Markers on target locations [22] 0.5-mm - - 
LED markers on target locations [28] - 0.78% - 
Painted speckle pattern [29] 2.7-12.6% - - 

Stationary stereo vision (3C)    
Markers on target locations [21] 0.52-mm - 0.35-mm 

UAV-enabled single camera (2C)    
High-pass filtering & Adaptive scale factor [42] - 1.0% - 
High-pass filtering [36] - 1.6% - 
Feature tracking on background and ROI [41] 2.14-mm - - 

UAV-based laser doppler vibrometer (1C) 
Vibrometer on UAV [38] - - 5% 

 

  

Table 3.6 Camera configuration for scaling-up the proposed technique 
Distance from ROI 0.75-m 5-m 10-m 15-m 
IR sensors     
Min. Requirements for 1C depth: α= 4.1O, GSD = 0.240- cm/pix 

Baseline (m) 0.05 0.36 0.72 1.08 
Flir Grasshopper3     
GSD (cm/pix) 0.070 0.230 0.460 0.690 
HMDa (m) 1.43 4.71 9.43 14.1 
Flir Blackfly S     
GSD (cm/pix) 0.063 0.208 0.415 0.623 
HMDa (m) 1.29 4.25 8.50 12.75 
Optical Sensors     
Min. Requirements for 2C panar: GSD = 0.115- cm/pix     
DJI Zenmuse X7     
GSD (cm/pix) 0.017 0.053 0.117 0.167 
HMDa (m) 1.02 3.36 6.71 10.1 
DJI Zenmuse X5S     
GSD (cm/pix) 0.011 0.036 0.072 0.109 
HMDa (m) 0.584 1.92 3.84 5.77 
aHorizontal Measuring Distance (Figure 3.12)  
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4. DISCUSSION 

In this section, the advantages, features, and limitations of the proposed technique are discussed. 

1. Three-component dynamic displacement measurement based on a UAV. All three components 
(e.g.,𝑥𝑥-, 𝑦𝑦- and 𝑧𝑧-directions) of displacement can be measured simultaneously with a UAV-based 
remote sensing system, which is a superior feature compared to the existing UAV-based displacement 
measurement techniques that can only measure either two components in a 2D plane[36], [41] or one 
component in the depth direction[38], [39]. The optical camera and two IR cameras are wire-
connected and housed in one unit with electronic synchronization. A high accuracy has been achieved 
in the laboratory experiments. The maximum frequency and damping estimation errors are 3.5% and 
4.4%, respectively. The RMSE for 2C planar displacement is 1.65-mm, while the RMSE for 1C 
vertical displacement is 2.10-mm (verified in the non-stationary depth validation test). In addition, a 
comparison of the accuracy achieved by the proposed technique (in terms of RMSE) with other 
related work in the literature is presented in Table 3.5. The level of the measurement accuracy 
achieved by the proposed technique proves sufficient for SHM application to civil structures[4]. 

2. Portable sensing. This technique eliminates the need for attaching contact sensors (wired and/or 
wireless) to a structure and gives the capability of moving measurement locations quickly and easily. 
The UAV platform allows the sensors to hover adjacent to a structure from a desired angle, 
facilitating high-quality data collection. This is a major advantage compared to other non-contact 
sensing techniques based on stationary cameras or laser Doppler vibrometers[20], [21], [22], [23], 
[24], [25], [26], [27], [28], [29], [30], whose use might be limited by not being able to find an 
appropriate sensor placement location in field. These nice features regarding portable sensing are also 
reported in other UAV-based dynamic displacement measurement studies in the literature[36], [37], 
[38], [39], [40], [41], [42]. 

3. Full-field measurement. The proposed technique allows measuring the response over the entire FOV 
of the sensors with a single sensor suite instead of the point-based conventional measurements in 
other approaches that may require instrumentation of multiple sensors, such as GPS, accelerometer, 
laser sensing, etc. The advantage of full-field measurements has also been reported in other camera-
based displacement measurement studies[37], [40]. 

4. Computational time. Fast data processing and computational efficiency were achieved. In one epoch 
(or iteration of a frame in the video), it took about 0.071-s to extract the targets, track their 
movements, and take the measurements for both the ROIs and stationary references. As an example, a 
measurement sample with time length of five minutes and a video recording rate at 30-fps, the data 
processing time was 11-minutes. 

5. Length of monitoring time. The proposed approach provides a portable alternative for short-term 
monitoring or modal testing. The minimum data length required for the identification of the dynamic 
properties in modal testing is about 5–30 minutes [5] for most civil structures, depending on the 
natural frequencies of the structure. The maximum length of continuous monitoring time is 
determined by the battery life of a UAV. For instance, the Mavic Pro has a flight time of about 25-
minutes with the added payload required in this study. Some UAV platforms have a longer flight time 
(e.g., 45-minutes for DJI 300 RTK with the required payload). Therefore, the typical consumer-level 
UAVs can satisfy the time length requirement in short-term monitoring or modal testing. The 
dynamic properties can be measured multiple times over a long term to help identify potential 
changes in the condition of a structure though various data-driven approaches[8], [9], [10], [11], [12]. 

  

https://www.sciencedirect.com/science/article/pii/S0263224121002360#b36
https://www.sciencedirect.com/science/article/pii/S0263224121002360#b41
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6. Considerations to scale-up the technique for field application: 

(a) Measurement accuracy. To apply this technique to field application, a longer working distance 
between the UAV and the structure is desired. To achieve a similar level of accuracy, the GSD of 
both the IR and optical sensors must be similar or better and the angle between the two IR cameras, 𝛼𝛼, 
(Figure 2.4a) should be equal to or greater than in the current experiments. This requires using 
cameras with higher resolution and longer baseline (Figure 3.4a), and a laser projector with a longer 
working distance. Table 3.6 examines several higher resolution commercial-level sensors and the 
required baseline that can potentially work for a longer distance. The bold numbers show GSD 
similar to or less than that in the current study. From this table, 5-m is about the longest working 
distance for the considered sensors to produce a similar accuracy as the proof of concept test 
(controlled by the GSD of the IR cameras). The longer baseline (0.36-m) also requires a larger UAV 
platform (e.g., DJI Matrice 600 Pro or DJI Matrice 300 RTK). The corresponding measurement field 
(e.g., HMD in Table 3.7) is relatively small at 5-m, which would not allow for full-structure 
monitoring for most civil structures; however, multiple flights could be performed in 5-m intervals to 
survey the entire structure. 

(b) Reference target size and location. The size of the reference target is dependent on the GSD of 
the optical camera. In this proof of concept, the diameter of the red targets was 2.54-cm. If the GSD 
of the optical camera is similar to the proof of concept test, a similarly sized reference target could be 
used. In the laboratory experiments, the reference target was located close to the structure, so it was in 
the same image frame as the ROI. In large-scale applications, it might not be feasible to have the 
reference and structure in the same frame due to the constraints of the measurement field of the 
cameras (e.g., the HMD in Table 3.7). This issue is also shown in Figure 3.12, where the HMDs of IR 
sensors (Flir Grasshopper 3) with a stable UAV flight and 0.75-m UAV drift are both presented with 
respect to a two-lane bridge. In this case, there are three possible solutions. (1) One may use 
additional cameras to track the reference target, which may be put beside or under a structure (e.g., 
bridge), depending on the field condition. (2) Using higher-end sensors and a larger UAV platform 
allows a longer working distance to increase the measuring field (HMD); the reference target can then 
be placed beside the structure. (3) The reference target can be omitted, and the UAV motion will be 
removed in post-processing using a digital filter. The feasibility of this approach has been reported 
in[36], [42]. 

(c) Lighting condition. The virtual speckle pattern projected by the IR projector is less visible in 
direct sunlight. However, the proposed technique can be used in the shadowed areas (e.g., under a 
bridge or on the shaded side of a building) or after sunset. The current bridge inspection may occur 
during the nighttime to alleviate the traffic interruptions, which provides a more favorable lighting 
condition for the application of the proposed technique. 

(d) Wind conditions. UAV platforms can fly under moderate wind condition (15-m/s for the DJI 
Matrice 300 RTK and 8-m/s for the DJI Matrice 600 Pro). So, the proposed technique cannot be 
applied during high winds. 

(e) UAV Operations. It is recommended to have a three-person team to conduct the survey. One as a 
pilot (in the United States, a certified pilot must operate the UAV), one as a visual observer to ensure 
a safe flight, and one to manage data acquisition. 

(f) Occlusions. One issue of monitoring real-world structures is occlusions from trees or other debris 
close to the structure. This would require careful pre-flight planning and possible vegetation 
mitigation. 

https://www.sciencedirect.com/science/article/pii/S0263224121002360#fig4
https://www.sciencedirect.com/science/article/pii/S0263224121002360#fig4
https://www.sciencedirect.com/science/article/pii/S0263224121002360#b36
https://www.sciencedirect.com/science/article/pii/S0263224121002360#b42


24 
 

7. Cost-effectiveness. High accuracy was achieved with an affordable sensor and UAV, demonstrating 
an attractive cost-effectiveness benefit for small-scale applications. For large-scale field applications, 
a larger UAV platform would be needed to support a larger baseline between the two IR cameras 
(such as the DJI Matrice 600 Pro or DJI Matrice 300 RTK). Additionally, the three cameras (one 
optical and two IR sensors) would need to have better quality, and a microprocessor would need to be 
mounted on the UAV to allow for local data storage. A price comparison of some possible 
configurations (based on the examined sensors in Table 3.7) is shown in Table 4.1. This level of 
equipment is quite common in state DOT’s applications [65] in the United States, showing the 
feasibility of the technology adoption. 

Table 4.1 Price estimations (prices in USD) 
 UAVs Optical Sensors IR Sensors  
 DJI DJI DJI DJI DJI Flir Flir  

Configurations 

Mavic 2 
Pro w/ 

RS 
Sensor 

Matrice 
300 RTK 

Matrice 
600 Pro 

X7 X5S Grass-
hopper3 

Blackfly 
S Total 

 ($1,778) ($10,599) ($6,599) ($2,899) ($2,348) ($1,529 ($1,230)  
Tested X       $1,778 
Best  X  X  X  $16,556 
Cheapest   X  X  X $11,407 

 
  

https://www.sciencedirect.com/topics/engineering/microprocessor-chips
https://www.sciencedirect.com/topics/physics-and-astronomy/data-storage
https://www.sciencedirect.com/science/article/pii/S0263224121002360#b65
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5. CONCLUDING REMARKS  

In this section, the advantages, features, and limitations of the proposed technique are discussed. This 
paper proposes a new 3C displacement measurement technique. A new sensing system with an integrated 
optical sensor, two IR sensors, and an IR projector on a UAV platform was proposed. 3C measurements 
were achieved by simultaneously capturing the 2C planar motion by an optical camera and 1C depth 
motion using IR cameras. Based on target identification, DLT, and active stereo vision, a double-faceted 
computer vision-based algorithm was developed to extract the 3C dynamic displacement of structures 
from the videos. The high accuracy and cost-effectiveness of the technique have been proved in a small-
scale laboratory setting through comprehensive experimental testing. This study contributed to advancing 
the UAV-based portable sensing techniques for dynamic displacement measurement by enabling 
simultaneous measurements of all three components, as opposed to only 2C or 1C in existing UAV-based 
remote-sensing studies. The considerations for scaling-up the technique in field application were 
discussed. 
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